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Abstract: Forty density functionals and one wavefunction method are assessed against a
recently published database of accurate noncovalent interaction energies of biological importance.
The comparison shows that two newly developed density functional theory (DFT) methods,
PWB6K and M05-2X, give the best performance for this benchmark database of 22 noncovalent
complexes, including both hydrogen-bonding and dispersion-dominated complexes. In contrast,
the more popular B3LYP and PBEh functionals fail to describe the interactions in the dispersion-
dominated complexes. The local spin density approximation and BHandH functionals give good
performance for dispersion-dominated interactions at the expense of a large error for hydrogen
bonding. PWB6K and MO05-2X constitute a new generation of DFT methods based on
simultaneously optimized exchange and correlation functionals that include kinetic energy density
in both the exchange and correlation functional, and the present study confirms that they have
greatly improved performance for noncovalent interactions as compared to previous DFT
methods. We interpret this as being due to an improved treatment of medium-range correlation
effects by the exchange-correlation functional. We recommend the PWB6K and M05-2X methods
for investigating large biological systems and soft materials.

1. Introduction tions. Furthermore, until very recenfl§,?* available density
Noncovalent interactiods!® play very important roles in  functionals were too inaccurate for many demanding prob-
biological science for problems such as protein folding and lems including noncovalent interactiofts2®

nucleobase packing and stacking. An accurate description The first step toward improving the functionals is to assess
of noncovalent interactions is also a key to predicting ligand the quality of existing functionals to establish a baseline.
binding and structures in proteins, DNA, and RNA. The T, accomplish this, we develop@d database for nonco-
accurate description of noncovalent interactions is also one,,5jent interactions that contains six hydrogen-bonded com-

of the challenges in modeling solvation, supramolecular pjayes (HB6/04), seven charge-transfer complexes (CT7/04),
chemistry, and soft materials. However, the available com- ;. dipole-interaction complexes (DI6/04), and nine weak-

putational methods are not entirely satisfactory. On one hand'interaction complexes (WI9/04). More recently, we split the

s;at(;olf-thceg;tDcE)F;re;Iate;d hviv;ilxs flunc)zlonnt?\?oiy [WF|T;t for WI9/04 data and added more data to create a WI7/05 data
example, (Ffl is pro €y EXpENSVE 0 apply 10 oo 1hat excludes— stacking plus a separate data set of

the complex sygtems of interest. On the oltper hand, the moreﬁve 71— stacking complexes (PPS5/G8Merging the HBS,
affordable density functional theory (DFF)'* has only been CT7 DI6. WI7. and PP5 dat ts qiv noncovalent
widely validated for its capabilities to treat covalent interac- dat b ' NCS,:L/?)S that i ata sesg ?S a "O co ?e
tions such as heat of formation and atomization energies, aal ?Sef_( )d at1s (;:ompo?e 0 smz:]. cr(])mpbexes
and validations are less complete for noncovalent interac- nvolving first-row and second-row elements. This has been
employed to test DFF and other model chemistry meth-
*To whom correspondence should be addressed: yzhao@0ds?® We have also employed this noncovalent database
chem.umn.edu (Y.Z.); truhlar@umn.edu (D.G.T.). (along with other data including covalent interactions, barrier
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heights, and ionization potentials) to develop new DFT ApCCcSdMcpg=
functionals, such as PWB6Kand M05-2X?! In a short MP2 ccsD(T) MP2

’ . AE""“CBS+ (AE — AE <1
communicatiort® we compared the performances of six DFT ( Vet basis (1)

methods for the prediction of interaction energies of two where a complete basis set (CBS) limit CCSD(T) interaction

hydlrogsn-bond_ed Wgtfs_m@ncl_( bas_ed pa'fj' SIx _stacke(;d energy is approximated by a CBS MP2 interaction energy
nucleobase pairs, and five amino acid residue pairs, an Weplus a difference between CCSD(T) and MP2 interaction
found that PWBG6K gives very good performance. In the

q d th K in that icati energies AECCSP(M — AEMP?) evaluated with a relatively
present study, we expand the work in that communication, g4 pasis set that was specifically desigrf@dor this

and \;VG aISS(f':'SVSVIt:q_e capab;ht;llwofl|40P(|jen5|ty functlgnals andpurpose. This is based on the assumption thatAli ¢P(M
one level o h ' namelyc/ ggf lesset second-order  _ AEMP?) term has faster convergence thaRECCSPM with
pgrturbatl_ont eory (MPZ},for predicting interaction ener- respect to the basis set, and thus this difference can be
gies against a benchmark noncovalent data set recently,

, evaluated with a small or mid-sized basis set. This assump-
proposed by Jurecka et &l Although the 40 functionals i, has peen validated for some model hydrogen-bofided
considered here represent a wide variety of functional types

- vt : _ et and stacked model complex&sThe best estimates of the
[local spin density? generalized gradient approximation jieraction energies in the S22 database were taken from the
(GGA) 242 hybrid 39414349 meta GGAS®52 and hybrid

paper by Jurecka et &k and they are listed in the Supporting
meta GGA7214850,51,5356] 'none of them model the asymp-

- ) =y ) = Information (Table S1). The structures of these noncovalent
totic dipolar nature of dispersion interactions explicitly. Thus

) ; ' complexes are shown in Figures-3.
these functionals can be accurate at the distances of van der 2.2. Computational Methods.All DFT calculations were

Waals minima but not in the long-range limit tha.t would be  5rried out using a locally modifie@aussian 0% program.
important, for example, for small-angle scattering of rare The tested density functionals are detailed in Table 1. In each
gases in molecular bearf'sAnother class of functionals that case, we specify the year that the functional was first
considers the long-range functional forms explicitly is also published, the functional forms used for dependence on spin
being developet 6! and these functionals are very promis- density p,, where o is the component of spin angular
ing. Nevertheless, they are beyond our scope in the presentyomentum along an axis) and the spin density gradient
study. (Vps), whether or not the functional includes spin kinetic
Since 2003, the research groups of Hobza and Sponer havenergy density () in the exchange and correlation func-
published several papers on accurate stabilization energiesionals, and whether the correlation functional is self-
of hydrogen-bonded and stacked DNA and RNA base correlation-free (SCorF). Table 2 also contains two columns
pairg62-66 as well as amino acid residue pdifsRecently, (one for the exchange functional and one for the correlation
they merged all these data into a data set, called JCSH-functional) that tell whether or not the functional reduces to
20053 The JSCH-2005 set consists of more than 100 DNA the correct uniform electron gas (UEG) limit wh&tp, —
base pairs, amino acid residue pairs, and model complexe andz, — 75°°* (wherez;°"* is the value assumed hy
which are of biological importance. They also proposed a in the UEG limit; LSDA stands for local spin density
smaller screening set (S22) of 22 model complexes to quickly approximation) and another column that tells the percentage
assess the quality of theoretical models. In the present study X of Hartree-Fock (HF) exchange in the functional.
the S22 database is employed to test 40 DFT functionals Because many conventional DFT functionals (e.g., B3LYP
and one level of WFT: MP2. It is particularly appropriate and X3LYP) faif® to predict the minima of the stacked
to include MP2 in this study because it is widely used to complexes in the S22 database, we test all 40 density
study noncovalent interactions, when affordable (for moder- functionals with the best estimated geometries specified in
ate-size and large systems, it is considerably more expensivelable S1, and these geometries were obtained from the
than DFT). Supporting Information of the paper by Jurecka ettale

Section 2 describes the S22 database and the computationa!SC performed geometry optimization with the best perform-
methods used in the present work. Section 3 presents resultéd functional, M05-2X, and these will be discussed sepa-

and discussion, and section 4 has concluding remarks. ~ rately (in section 3.6). _ .
We used an augmented polarized valence doglilesis

. set labeled DIDZ [which is denoted 6-8G(d,p)[° for most

2. Database and Computational Methods of the calculations (all calculations except those discussed
2.1. S22 DatabaseThe S22 database is a data set of 22 in section 3.5) We use the 6-35G(d,p) basis set because
weakly bonded molecular complexes of biological impor- the goal of the present paper is not to obtain benchmark
tance. This database was developed by Jurecka et al., whanteraction energies for these noncovalent complexes or study
divided the S22 set into three subsets, namely, seventhe prediction of the functionals in the theoretically interest-
hydrogen-bonded complexes, eight dispersion-dominateding infinite-basis limit, but rather to assess the performance
complexes (it might have been preferable to call the of DFT methods for the calculation of noncovalent interac-
interactions in these complexes dispersion-like because someions with a moderate basis set suitable for practical
theorists define dispersion interactions only in the long-range calculations on complex systems. Csonka ét &F reported
limit, but we will use their label for consistency), and seven that the diffuse functions are very important to obtain
mixed complexes. The reference interaction energies for thereasonable DFT results, but they also showed that the
S22 data set were calculated by the following scheme: 6-31+G(d) basis set gives a systematic overbinding for weak
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Figure 1. Structures of hydrogen-bonded complexes.
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Figure 3. Structures of mixed complexes.

interactions, so we performed calculations both with and  For further analyses, and following the work by Shibasaki
without counterpoise (CP) correctidh®® for basis set et al./® we calculated the intermolecular potential of the

superposition error (BSSE). To investigate the effect of basis CsHs—CH,4 complex with the 6-311G(2df,2p) basis set.

set size and confirm that the methods that give good results

with the 6-3H-G(d,p) basis set do not do so because of some 3. Results and Discussion

accidental cancellation of functional-related errors and basis- The statistical errors for 15 methods (the four best-performing
set-related errors, we also performed calculations with a hybrid meta functionals, three best-performing hybrid GGAs,
triple-¢ basis set, namely, 6-3115(2df,2p). three best-performing meta-GGAs, three best-performing
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Table 1. Tested DFT Methods

exchange correlation
method year ref(s) p.o Voo X 7? UEG? Por Voo 7? SCorF? UEG?
BP86 1988 33,34 B88 0 no yes P86 no no yes
BLYP 1988 34, 35 B88 0 no yes LYP no yes no
PW91 1991 36 PW91 0 no yes PW91 no no yes
LSDA2 1992 32,103 Slater 0 no yes PWO91-L no no yes
BHandH? 1993 34, 35 Slater 50 no yes LYP no yes no
BHandHLYP? 1993 34, 35 B88 50 no yes LYP no yes no
B3LYP 1994 34, 35, 43 B88 20 no yes LYP no yes no
BB95 1996 34, 50 B88 0 no yes B95 yes yes yes
B1B95 1996 34, 50 B88 28 no yes B95 yes yes yes
G96LYP 1996 35, 37 G96 0 no yes LYP no yes no
PBE 1996 38 PBE 0 no yes PBE no no yes
mPWPW¢ 1998 36, 39 mPW 0 no yes PW91 no no yes
MPWLYP 1998 35, 39 mPW 0 no yes LYP no yes no
mPWB95 1998 50, 39 mPW 0 no yes B95 yes yes yes
mPW1PW¢ 1998 36, 39 mPW 25 no yes PW91 no no yes
B98 1998 44 B98 21.98 no no B98 no no no
VSXC 1998 104 VSXC 0 yes no VSXC yes yes no
HCTH 1998 40 HCTH 0 no no HCTH no no no
B97-1 1998 40 B97-1 21 no no B97-1 no no no
PBEh® 1999 45 PBE 25 no yes PBE no no yes
MPW1K 2000 46 mPW 42.8 no yes PW91 no no yes
B97-2 2001 40 B97-2 21 no no B97-2 no no no
OLYP 2001 41 OPTX 0 no no LYP no yes no
O3LYP 2001 41 OPTX 11.61 no no LYP no yes no
7-HCTH 2002 51 7-HCTH 0 yes no 7-HCTH no no no
7-HCTHh 2002 51 7-HCTHh 15 yes no 7-HCTHh no no no
TPSS 2003 52 TPSS 0 yes yes TPSS yes yes yes
TPSSh 2003 53 TPSS 10 yes yes TPSS yes yes yes
X3LYP 2004 35, 47 X 21.8 no yes LYP no yes no
BB1K 2004 34, 50, 54 B88 42 no yes B95 yes yes yes
BMK 2004 55 BMK 42 yes no BMK no no no
MPW3LYP 2004 50, 48 mPW 20 no yes B95 yes yes yes
MPW1B95 2004 50, 39, 48 mPW 31 no yes B95 yes yes yes
MPWB1K 2004 50, 39, 48 mPW 44 no yes B95 yes yes yes
PW6B95 2005 17 PW6B95 28 no yes PW6B95 yes yes yes
PWB6K 2005 17 PWB6K 46 no yes PWB6K yes yes yes
PBE1W 2005 42 PBE 0 no yes Scaled PBE no no yes
B97-3 2005 49 B97-3 26.93 no no B97-3 no no no
MO5 2005 56 MO5 28 yes yes MO05 yes yes yes
M05-2X 2006 21 M05-2X 56 yes yes MO05-2X yes yes yes

a Instead of using VWN, we use PW91-local for the LSDA correlation. ? Although inspired by Becke’s paper,1% the BHandH and BHandHLYP
functionals defined in Gaussian03 are different from the original ones in Becke’s paper. (See http://www.gaussian.com/g_ur/k_dft.htm.) ¢ Also
called mPWPW91. 9 Also called mPW1PW91, mPWO0 or MPW25. € Also called PBEO or PBE1PBE.

GGAs, one LSDA, and MP2) are tabulated in Tablest2 In general, the uge of CP corrections is prot?lematic for
and the calculated interaction energies for 40 functionals andS€veral reasons. First, although they usually improve the
MP2 are given in Tables S254 of the Supporting Informa- ~ &ccuracy for very small basis sets [smaller than 6-G1

tion. Statistical errors comparable to those in Tablegt2 ~ (d.p)], they sometimes make the results less accurate for
for all 41 methods are given in Tables SS7 of the =~ moderate and large basis sets [such as 6&(H,p) and
Supporting Information. In Tables-24, we tabulate mean larger]. Second, for complex systems like biopolymers and
unsigned error (MUE, same as mean absolute deviation),soft materials, even for trimers, the CP correction is often
mean signed error (MSE), and MMUE, which is defined as ambiguou& or impractical® or both. Because there are
strong proponents of including CP corrections and other
workers strongly persuaded by practical reasons for not

where we use the convention that CP denotes a mean errofncluding it, we base most of our discussion on MMUE,

computed from calculations that include CP corrections for Which is a middle ground between the two positions, but
BSSE, and an error specified without “CP”, as in the first term the results are in the tables both ways for readers who
on the right side of eq 2, is computed without such corrections. strongly prefer to include or exclude CP corrections. The

MMUE = 0.5MUE + 0.5MUE-CP (2)
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Table 2. Mean Errors (kcal/mol) for the Interaction Table 4. Mean Errors (kcal/mol) for the Interaction
Energies of Hydrogen-Bonded Complexes? Energies of the Mixed Complexes?
method MSE-CP  MUE-CP MSE MUE MMUE? method MSE-CP  MUE-CP MSE MUE MMUE?
PWB6K 0.40 0.83 -0.30 0.68 0.76 MO05-2X 0.34 0.47 -0.11  0.40 0.43
PBEh 0.65 0.92 —-0.06 067 0.79 PWB6K 0.66 0.66 0.24  0.44 0.55
MO05-2X 0.49 0.90 —-0.15  0.69 0.80 MPWB1K 1.22 1.22 0.80 0.80 1.01
PW91 0.50 0.94 —0.23  0.68 0.81 MO5 1.30 1.30 0.85 0.88 1.09
MPWB1K 1.08 1.26 039 0.87 1.06 MP2 1.00 1.00 —1.45 145 1.23
PBE 1.05 1.31 0.35 0.94 1.13 LSDA —1.06 1.06 -1.60  1.60 1.33
B97-1 1.10 1.36 0.43  0.98 1.17 BHandH —-1.10 1.10 -157 157 1.34
MO05 1.08 1.45 041  1.06 1.26 PW91 1.60 1.60 1.07 111 1.35
TPSS 1.80 1.83 1.08 1.35 1.59 B97-1 1.65 1.65 117 1.8 1.42
MP2 2.46 2.46 —-0.08 081 1.64 PBEh 1.70 1.70 122 122 1.46
PBE1W 1.81 1.92 1.13 156 1.74 PBE 1.91 1.91 1.40  1.40 1.66
7-HCTH 2.02 2.02 124  1.49 1.76 PBE1W 2.30 2.30 179 179 2.04
B3LYP 1.94 1.97 131 156 1.77 TPSS 2.61 2.61 211 211 2.36
BHandH —4.89 4.89 —5.54 554 5.21 B3LYP 2.89 2.89 240 240 2.64
LSDA —5.21 5.21 -5.88 5.88 5.55 7-HCTH 2.92 2.92 242 242 2.67
2 The 6-31+G(d,p) basis is used for all calculations on which this 2 The 6-31+G(d,p) basis is used for all calculations on which this
table is based. The signed error is defined as the calculated energy table is based. The signed error is defined as the calculated energy
minus the best estimate. ? MSE denotes mean signed error, and MUE minus the best estimate. ® MSE denotes mean signed error, and MUE
denotes mean unsigned error. MMUE is the average of MUE and denotes mean unsigned error. MMUE is the average of MUE and
MUE-CP (also defined in eq 2). MUE-CP (also defined in eq 2).
Table 3. Mean Errors (kcal/mol) for the Interaction functionals except LSDA and BHandH underestimate the inter-
Energies of the Dispersion-Dominated Complexes? action energies in these seven hydrogen-bonded complexes,
method MSE-CP  MUE-CP MSE  MUE MMUE? whereas LSDA and BHandH severely overestimate the inter-
LSDA 0.08 0.36 075 075 0.56 action energies. T_able 2 also shovy; the failure of the O_LYP
BHandH 0.02 0.60 _061 084 0.72 and O3LYP functionals for describing hydrogen bonding.
MO5-2X 1.33 1.33 069 0.70 1.01 From the statistical errors in Table S5 of the Supporting
PWB6K 202 202 137 137 1.69 Information, we can also see the importance of HF exchange
MP2 1.30 1.30 —260 276 2.03 in DFT for describing hydrogen bonding. The percentages
MPWB1K 2.79 2.79 214 214 2.46 of HF exchange (see Table 1) in mMPWPW91, mPW1PW91,
MO05 3.47 3.47 285 285 3.16 and MPW1K are 0, 25, and 42.8, respectively, and the order
PW91 4.42 4.42 3.73 3.73 4.07 of the MMUESs is mPWPW9 mPW1PW91> MPW1K.
B97-1 4.47 4.47 3.83 383 4.15 The same trends can be seen for the (MPWB95, MPW1B95,
PBEH 4.59 4.59 393 393 4.26 MPWB1K) sequence, the (PBE, PBEh) sequence, the
PBE 4.86 4.86 420 420 4.53 (BLYP, B3LYP, BHandHLYP) sequence, and the (BB95,
PBEIW 5.54 5.54 4.89  4.89 521 B1B95, BB1K) sequence. We discuss this point further in
TPSS 5.95 5.95 529 5.29 5.62 section 3.4.
B3LYP 6.53 6.53 591 5091 6.22

The four best performers, on the basis of their small
MMUEs, are PWB6K, PBEh, M05-2X, and PW91.
3.2. Dispersion-Dominated ComplexesTable 3 shows

7-HCTH 7.09 7.09 6.41 6.41 6.75

2 The 6-31+G(d,p) basis is used for all calculations on which this
table is based. The signed error is defined as the calculated energy

minus the best estimate. » MSE denotes mean signed error, and MUE that LSDA, BHand H, M05-2.X,_ PWBFSK' and_ MP2 are_ the
denotes mean unsigned error. MMUE is the average of MUE and best performers for the prediction of interaction energies of
MUE-CP (also defined in eq 2). the dispersion-dominated (or dispersion-like-dominated)

complexes. Our previous pap€rd show that LSDA gives
good predictions for the energetics of the stacked benzene
dimers, but LSDA gives large errors for hydrogen bonding,
charge-transfer complexes, dipole interactions, and other
' types of dispersion-like interactions. Kurita et’akhowed
previously that a post-LSDA method can give reasonable
results for stacking. Waller et &.also found that the
BHandH functional, which is a hybrid of LSDA exchange
MAMUE = 0.5AMUE + 0.5AMUE-CP @) and HF exchange (50:50) plus LYP correlation, gives a
binding energy for the parallel-displaced benzene dimer in
In Tables 2-5, the density functionals and MP2 are always fortuitously good agreement with the best available high-
arranged in increasing order of the mean error in the lastlevel methods. Nevertheless, BHandH suffers the same
column. problems as LSDA (as shown in Tables 2 and 4).
3.1. Hydrogen-bonded Complexeslable 2 gives the re- Among the best five performers in Table 3, M05-2X and
sults for the hydrogen-bonded complexes. All tested DFT PWBG6K are also among the best five performers in Table

reader will see that our major conclusions are independent
of whether or not we include CP corrections.

In Table 5, AMUE is the average of the MUEs in Tables
2 (or S5), 3 (or S6), and 4 (or S7), each weighted one-third
and AMUE-CP is the average of the MUE-CPs in Tables
2—4, again each weighted one-third. MAMUE is the overall
mean error defined by
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Table 5. Overall Performance (kcal/mol)2 predictions of interaction energies in the mixed complexes
AMUE-CP AMUE MAMUE (Table 4), followed by MPWB1K. All of these leading

MO5-2 0.90 0.60 075 functionals were published in 2004 or later (see Table 1).
PWB6K 117 0.83 1.00 3.4. Overall Performance. Table 5 shows the overall
MPWB1K 1.75 1.07 151 performance for all tested DFT methods and for MP2. With
MP2 1.59 1.67 1.63 CP correction for BSSE, M05-2X, PWB6K, MP2, and
PW6B95 1.96 1.46 171 MPWBI1K give the best performance. Without CP, M05-
MO05 2.07 1.60 1.83 2X, PWB6K, MPWB1K, and PW6B95 are the best four
MPW1B95 2.08 1.59 1.84 performers. Averaging the performance for CP and without
PW91 2.32 1.84 2.08 CP, the best four methods for describing noncovalent
PBEh 2.40 1.94 2.17 interactions in the S22 database are M05-2X, PWB6K,
B97-1 2.49 2.00 2.24 MPWB1K, and MP2.
BB1K 263 2.09 2.36 Tables S5-S7 of the Supporting Information and Table
BHandH 2.20 2.65 2.42

5 show that, all other factors being the same, a higher

;Eliile ;Si ;;2 2'22 percentage of HF exchange in DFT improves the perfor-
' ’ ’ mance for describing noncovalent interactions in biological
LSDA 2.21 2.75 2.48 ! .
systems. However, for some functionals, like BHandHLYP,
mPWB95 2.83 2.30 257 -~ " .
MPW3LYP 285 236 260 the predictions for other quantities like covalent bond
+-HCTHA 286 236 261 gnergies deteriorate quly whinis raised'®8! For others,.
BOS 287 237 262 like MPWIK, the predictions for covalent bond energies
BMK 285 239 262 deteriorate only slightly®8! For M05-2X, the predictions
BHandHLYP 2.88 2.45 2.66 of main-group covalent bond energies improve in quality
mPW1PW 3.15 261 2.88 along with the quality of the predictions for noncovalent
B1B95 3.20 2.65 2.93 interactiong’! Thus, a key development in recent functional
X3LYP 3.19 2.70 2.95 design is that we now have functionals that are more broadly
PBE1W 3.25 2.74 3.00 accurate over a range of properties: thermochemitry,
TPSSh 3.29 2.74 3.01 barrier height2! torsional potential and proton affinities of
TPSS 3.46 291 3.19 conjugated systent,and noncovalent interactiof%2*2°
MPWLYP 3.54 3.01 3.28 3.5. Dependence on Basis Seill results in Tables 25
mPWPW 3.73 3.17 3.45 are based on the 6-315(d,p) basis set. It is also interesting
22;{3‘3 2';(7) g'zg 2:2 to examine the performance of the DFT functionals for larger
' ' ‘ basis sets. Table 6 gives the interaction energies and mean
B97-2 3.98 3.41 3.69 :
HCTH 401 344 373 errors by the two best hybrid meta-GGAs (M05-2X and
BPS6 406 351 379 PWB6K) and the two best hybrid GGAs (B97-1 and PBEh)
BBY5 427 369 308 with the 6-31H%G(2df,2p) basis set. Table 6 also gives the
HCTH 441 382 411 MP2/CBS results from Jurecka etZl.
BLYP 4.90 4.31 4.60 Table 6 shows that MP2/CBS is more accurate than DFT
O3LYP 6.35 5.66 6.00 for the hydrogen-bonded complexes; it gives a MUE of
G96LYP 7.35 6.75 7.05 0.15 kcal/mol, and four DFT functionals with the 6-32G-
OLYP 7.48 6.75 7.12 (2df,2p) basis set give errors in the range of~0171 kcal.
VSXC 7.05 7.33 7.19 Comparing Tables 2 and 6, we can see that increasing the
a AMUE-CP is the average of the MUE-CPs in Tables 2—4 for the basis set size from 6-31G(d,p) to 6-31#G(2df,2p) reduces
14 featured functionals and MP2 and of those in Tables S5—S7 of the MMUEs for M05-2X. PWB6K. and B97-1 and increases
the Supporting Information for the other 26 functionals. AMUE is the o !
average of the MUEs (without CP) in the same tables. MAMUE = the MMUE for PBEh; in all fOW Casesj the MMUES Che,mge
0.5 AMUE-CP + 0.5 AMUE. The 6-31+G(d,p) basis set is used for by only 14% or less. Comparing the interaction energies of
all calculations on which this table is based. the hydrogen-bonded complexes in Table S2 of the Sup-

2. It is encouraging that these two fairly new functionals, porting Information and Table 6, we can see that the BSSEs
M05-2X and PWB6K, give equally good performance for are reduced significantly for the larger basis set.
calculating interaction energies in both hydrogen-bonded and Table 6 also shows that MP2/CBS overestimates the
dispersion-dominated complexes. The second and fourth besinteraction energies by a large margin for the dispersion-
performers in Table 2, PBEh and PW91, give much greater dominated complexes, especially for those involving delo-
MMUEs in Table 3 than M05-2X and PWB6K do. Tables calizedszr systems. In fact, the mean signed error of MP2/
S2 and S6 of the Supporting Information also show that CBS is 1.5 kcal/mol. In contrast, all four density functionals
VSXC severely overestimates the dispersion-dominated underbind these complexes. Encouragingly, M05-2X gives
noncovalent interactions in these complexes. smaller MUEs than MP2/CBS for this type of interaction
3.3. Mixed Complexes.Because M05-2X and PWB6K  energy. Comparing Tables 3 and 6, we can see that, when
give balanced high accuracy for hydrogen-bonding (Table the basis set is increased from 643&(d,p) to 6-31%G-
2) and dispersion-dominated interactions (Table 3), it is not (2df,2p), the MMUEs of the M05-2X, PBEh, and B97-1
surprising that they are the best two methods for the methods get smaller, whereas the MMUE of PWB6K gets
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Table 6. Interaction Energies (kcal/mol) with the 6-311+G(2df,2p) Basis Set?

MO05-2X PWB6K PBEh B97-1
complex best estimate MP2/CBS? CP noCP CP noCP CP noCP CP noCP
Hydrogen-Bonded Complexes
(NH3)2 —-3.17 —3.20 —3.23 —-3.34 —3.20 —3.32 —2.87 —3.00 —2.95 —3.06
(H20)2 —5.02 —5.03 —5.09 —5.50 —5.14 —5.58 —4.93 —5.40 —4.89 —5.32
formic acid dimer —18.61 —18.60 —-18.87 —19.49 -1868 -—-19.32 -—-1849 -19.17 -—17.59 -—18.23
formamide dimer —15.96 —15.86 —15.58 —15.96 —15.44 —15.84 -—15.14 —1555 —14.64 —15.02
uracil dimer —20.65 —20.61 —19.36 —19.89 —19.44 -19.97 -—19.02 -19.58 —18.45 —18.95
2-pyridoxine-2-aminopyridine —-16.71 —17.37 —-1522 -15.71 -—-15.15 -15.63 —15.31 -—-15.80 -—14.77 -—15.21
adenine-thymine WC —16.37 —16.54 -14.69 —15.22 -1452 -15.05 -1445 -15.00 -—14.01 -14.51
MSE¢ —0.10 0.64 0.20 0.70 0.26 0.90 0.43 1.31 0.88
MUE® 0.15 0.75 0.63 0.77 0.66 0.90 0.70 131 0.97
MMUES® 0.69 0.69 0.71 0.71 0.80 0.80 1.14 1.14
Dispersion-Dominated Complexes
(CHa)2 —0.53 —0.51 —0.50 —0.53 —0.52 —0.54 —0.04 —0.05 —0.23 -0.24
(C2oH4)2 -1.51 —1.62 —1.40 —1.49 —1.40 —1.47 —0.35 —0.41 —0.62 —0.68
benzene:CH, -15 —1.86 —1.15 —1.35 —1.00 —1.18 —0.12 —0.31 —0.30 —0.46
benzene dimer —2.73 —4.95 —-1.41 —2.00 —0.42 —-1.13 1.70 1.13 1.46 0.99
pyrazine dimer —4.42 —6.90 —2.99 —3.67 —1.96 —2.54 0.45 -0.17 0.30 -0.25
uracil dimer —10.12 —11.39 —8.47 —9.52 —6.87 —7.84 —3.38 —4.41 —3.56 —4.46
indole-benzene —-5.22 —8.12 —2.65 —3.55 —1.47 —2.25 1.89 1.05 1.76 1.04
adenine-thymine stack —12.23 —14.93 —9.58 —10.88 -8.21 -9.35 —2.27 —3.50 —2.19 -3.27
MSE® —1.50 1.26 0.66 2.05 1.49 4.52 3.95 4.36 3.87
MUE¢ 151 1.26 0.66 2.05 1.50 4.52 3.95 4.36 3.87
MMUE¢ 0.96 0.96 1.77 1.77 4.23 4.23 411 411
Mixed Complexes
ethene-ethyne —1.53 —1.69 —1.42 —1.49 —1.37 —1.44 —1.16 —1.24 —1.30 —1.37
benzene-H,0 —3.28 —-3.61 —3.50 —3.89 -3.07 —3.48 -2.20 —2.66 —2.29 —2.70
benzene:NHs —2.35 —2.72 —2.23 —2.50 —1.95 —2.22 —1.06 —-1.35 —-1.21 —1.46
benzene: HCN —4.46 —5.16 —4.80 —5.15 —4.51 —4.83 —3.26 —3.61 —3.18 —3.49
benzene dimer —2.74 —3.62 —1.95 -2.35 —1.55 —-1.91 —0.30 —0.68 —0.40 -0.73
indolebenzene T-shape —5.73 —7.03 —4.68 —5.20 —-3.89 —4.37 —-2.32 —2.84 —2.29 —2.75
phenol dimer —7.05 —7.76 —6.00 —6.62 —5.62 —6.22 —-4.17 —4.80 —4.18 —4.76
MSE® —0.64 0.37 —0.01 0.74 0.38 181 1.42 1.75 141
MUE¢ 0.64 0.53 0.40 0.76 0.54 1.81 1.42 1.75 141
MMUE¢ 0.47 0.47 0.65 0.65 1.62 1.62 1.58 1.58
AMUE? 0.76 0.84 0.57 1.19 0.90 241 2.02 248 2.07
MAMUE? 0.71 0.71 1.05 1.05 2.22 2.22 2.27 2.27

a CP denotes “counterpoise correction”, and no-CP denotes “without counterpoise correction”. » The MP2/CBS results are from Jurecka et
al.3! ¢ MSE denotes mean signed error, and MUE denotes mean unsigned error. MMUE is the average of MUE and MUE-CP (also defined in
eq 2). ¢ AMUE is the average of the three MUEs in each class of complexes. MAMUE = 0.5 AMUE-CP + 0.5 AMUE.
larger, but the MMUEs for all four functionals change by small. This observation gives us confidence of the validity
only 5% or less when the basis set size is increased. of the conclusions drawn on the basis of the results in Table
For the interaction energies in the seven mixed complexes,2—6 and Tables S2S7 of the Supporting Information. One
MP2/CBS gives an error of 0.64 kcal/mol, whereas M05- of the reviewers pointed out that MP2 requires large basis
2X outperforms MP2 by a small margin. Comparing Tables sets, and it is a strength of DFT that it does not. It is
4 and 6, we can see that, upon increasing the basis set sizencouraging that the bottom line accuracy of M05-2X in
from 6-314+G(d,p) to 6-31#G(2df,2p), the performance of Table 6 (0.71 kcal/mol) and the comparable number from
all four density functionals for the prediction of this type of Table 5 (0.75 kcal/mol) are both better than that of MP2,
interaction energies deteriorates, but again, the change issven when MP2 is taken to the CBS limit.

small, in this case, 18% or less and onlyBL% in three of 3.6. Geometry Optimization. In previous sections, we
the cases. Again, the MMUEs change only marginally with based our discussions on single-point energies calculated with
the increase of basis set size. the best estimated geometries for these noncovalent com-

Finally, let us compare AMUEs and MAMUESs in Table plexes. However, for many applications, it is important that
5 to those in Table 6 for these four functionals. The a method can predict good geometries for these noncovalent
comparison shows that AMUE and MAMUE for M05-2X  complexes. To test the quality of the geometry predictions,
decrease when the basis set size is increased, whereas thee performed geometry optimizations for all 22 complexes
AMUEs and MAMUEs for PWB6K, PBEh, and B97-1 with the M05-2X method. Encouragingly, M05-2X can locate
increase. However, the changes in these mean errors are verthe optimal structures for all noncovalent complexes in the
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Table 7. MO05-2X Interaction Energies (kcal/mol) with the M05-2X/6-31+G(d,p) Geometries
6-31+G(d,p) 6-311+G(2df,2p)

complex best estimate CP noCP CP noCP

Hydrogen-Bonded Complexes

(NHs)2 —-3.17 —3.90 —4.14 —-3.23 —3.34
(H20)2 —5.02 —5.82 —6.61 —5.16 —5.56
formic acid dimer —18.61 —19.39 —20.22 —19.86 —20.50
formamide dimer —15.96 —15.64 —16.14 —15.66 —16.03
uracil dimer —20.65 —19.54 —20.27 —19.43 —19.95
2-pyridoxine-2-aminopyridine —-16.71 —15.92 —16.57 —15.72 —16.21
adenine-thymine WC —16.37 —15.15 —15.90 —14.94 —15.47
MSE 0.16 —0.48 0.36 —0.08
MUE 0.82 0.76 0.77 0.68
MMUE-HB? 0.79 0.79 0.73 0.73
Dispersion-Dominated Complexes
(CHa)2 —0.53 —0.55 —0.56 —0.50 —0.53
(C2Ha)2 —1.51 —1.33 —1.46 —1.41 —1.49
benzene:CH, -1.5 —1.10 —1.24 -1.17 —-1.34
benzene dimer —2.73 —-1.52 —2.02 —-1.70 —2.20
pyrazine dimer —4.42 —3.04 —3.66 -3.10 —-3.73
uracil dimer —10.12 —9.07 —10.42 —9.03 —10.19
indole-benzene —-5.22 —3.05 —3.76 -3.15 —3.89
adenine-thymine stack —12.23 —9.67 —11.20 —9.57 —10.86
MSE 1.12 0.49 1.08 0.50
MUE 1.12 0.57 1.08 0.52
MMUE-D 0.85 0.85 0.80 0.80
Mixed Complexes
ethene-ethyne —1.53 —1.48 —1.67 —1.40 —1.48
benzene-H,O —3.28 —3.59 —4.02 —3.52 —-3.94
benzene:NH; —2.35 —2.18 —2.50 —2.19 —2.45
benzene:- HCN —4.46 —4.61 —4.96 —4.78 —5.14
benzene dimer —2.74 —-2.01 —2.38 —2.02 —-2.39
indole-benzene T-shape —5.73 —4.64 —5.16 —4.72 —5.22
phenol dimer —7.05 —6.70 —7.57 —6.30 —6.88
MSE 0.28 —0.16 0.32 —0.05
MUE 0.40 0.42 0.48 0.36
MMUE-Mix 0.41 0.41 0.42 0.42
AMUE? 0.78 0.59 0.78 0.52
MAMUE? 0.69 0.69 0.65 0.65

a CP denotes “counterpoise correction”, and no-CP denotes “without counterpoise correction”. » MSE denotes mean signed error, and MUE
denotes mean unsigned error. MMUE is the average of MUE and MUE-CP (also defined in eq 2). ¢ AMUE is the average of the three MUES in
each class of complexes. MAMUE = 0.5 AMUE(CP) + 0.5 AMUE(noCP).
S22 databases. We note that this is not a trivial triumph for interactions. In the literature, one sometimes sees the success
the M05-2X method, because Cerny and Hobza have shownof DFT for noncovalent interactions labeled as “fortuitous”
that the X3LYP functional, which was designed to describe or “spurious”. It is true that most DFT functionals cannot
noncovalent interactions, fails badly for locating the minima describe the-Cg/R? interaction of nonoverlapped densities,
of the dispersion-dominated stacked structures of nucleic acidwhere R is the interaction distance of the monomers.
pairs such as the stacked AT pairs in the present study. TheNevertheless, at the equilibrium distance of noncovalent
geometries optimized by M05-2X are given in the Supporting complexes, the lack of expliciR® terms need not be a
Information, and they agree well with the best estimated serious issue because the higher teffg étc.) in the asymp-

geometries. totic expansion are not negligibie83-8the dispersion inter-
Table 7 shows the M05-2X interaction energies with the action is dampe&8%%the expansion in the inverse power
geometries optimized at the M05-2X/6-8G(d,p) level. of R is divergent* overlap and exchange forces are not

Comparing the results in Tables-Z, we can see that the negligible#7.8586.90.9294 gnd the change in intra-atomic cor-
overall performance of M05-2X is improved when we use relation energy cannot be neglect&&®In fact, the decom-
the MO05-2X/6-34-G(d,p) geometries, which is another position of the correlation contribution to the interaction energy
encouraging result. into intra-atomic and interatomic (dispersion-like) parts is
3.7. Rationale for the Success of M05-2X for Nonco-  not unique®*®® Thus, DFT is not excluded as a potentially
valent Interactions. There are some common misunder- useful theory for the medium-range part of noncovalent
standings about the performance of DFT for noncovalent interactions, as is shown by our previous papeét&?’
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Figure 5. Exchange-only binding energy curves for the
CsHs—CH,4 complex with the 6-311+G(2df,2p) basis set. The
intermolecular distance is defined as the distance from the
carbon atom in CH, to the CgHg plane.

Figure 4. Binding energy curves for the CgHg—CH, complex
with the 6-311+G(2df,2p) basis set. The intermolecular
distance is defined as the distance between the carbon atom
in CH, and the CgHg plane. The CCSD/CBS and MP2/CBS
results are taken from Shibasaki et al.”®

Recently, Tao and Perdéwand Ruzsinszky et df. have -1
analyzed the performance of several DFT functionals for
describing the medium-range part of the weak interactions.

In order to better understand the physical origin of the 3
wells predicted by M05-2X and the range of distances over
which M05-2X is suitable for treating noncovalent interac-
tions, we compare the intermolecular potentials of tkidsC
CH; complexes calculated by five density functionals
(B3LYP, TPSS, B9#1, M05-2X, and LSDA) and HF in
Figure 4, along with the CCSD(T)/CBS and MP2/CBS
results by Shibasaki et &.Figure 4 shows that MP2 and
LSDA overestimate the strength of theHg—CH, complex
as compared to the CCSD(T)/CBS results. HF, B3LYP, and
TPSS give an almost repulsive potential for this van der 9 4
Waals complex; B97-1 gives a well with the minimum
around 4.0 A, and M05-2X gives the best agreement with
the CCSD(T)/CBS results. 11 4

Exchange-only calculations (that is, calculating interaction
energies without correlation contributions) employing HF and
five density functionals are shown in Figure 5. As can be
seen from Figure 5, the exchange-only potentials obtained
using M05-2X, B3LYP, TPSS, and B97-1 exchange func-
tionals are repulsive for thesHs—CH, system, which agrees
with the HF results. However, the exchange-only calculation Figure 6. Correlation contribution to binding energy curves
based on the LSDA exchange gives a “spurious” well. for the CsHg—CH4 complex with the 6-311+G(2df,2p) basis
(Although this comparison is interesting, one should be set.
careful not overinterpret it because the distinction between
exchange and correlation is different in DFT and WFT.)  Figure 6 shows that the good performance of M05-2X comes

The correlation contribution to the intermolecular poten- from its correlation part; it gives the most attractive contribu-
tials of the GHs—CH,4 complexes are plotted in Figure 6. tion in the range of 35 A. The LSDA correlation contribu-
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tion is the least attractive; this confirms that the good dispersion-dominated interactions at the expense of large
performance of LSDA and BHandH far—s stacking is a errors for covalent interaction, hydrogen bonding, and other
case of “getting the right answer with the wrong reason”. It types of noncovalent interactiof%we show here that the

is interesting to see that TPSS correlation and the B3LYP success of these methods is fortuitous. By studying the
correlation show very similar behaviors in the range of 3 intermolecular potential of the g8s—CH,; complex, we

5 A for the GHg—CH, system. found that the good performance of the M05-2X functional

Comparing the results in Figures-8, we conclude that  comes from its improved correlation functional, which gives
the good performance of M05-2X for describing the medium- a better description of the medium-range part of the nonco-
range part of noncovalent interaction is because M05-2X hasvalent interactions.

a better correlation functional, which gives the most attractive ~ We recommend the PWB6K and M05-2X functionals for
contribution to the potential energy. In fact, the success of investigating large biological systems and soft materials.
MO05-2X for medium-range correlation energy is also re-
flected in its performance for isomerization energies of
hydrocarbon§?

3.8. Limitation of M05-2X for Noncovalent Interac-
tions. Although M05-2X shows good performance for all
noncovalent interactions in the S22 database, M05-2X does
not give the asymptotie-Cy¢/R? tail for the interaction energy
of two systems with no permanent multipole moments; it
gives an exponential decay of the interaction energy for such  sypporting Information Available: S22 database,
systems at long range. calculated interaction energies and mean errors for 41

From the results in section 3.6, M05-2X can safely be methods, @Hs—CH, potential energy data, and the M05-
applied to describe the interactions of noncovalent complexes2Xx/6-31+G(d,p) optimized geometries. This information is
with intermolecular distances less tha® A. For the study  available free of charge via the Internet at http:/pubs.acs.org.
of dispersion-dominated noncovalent interactions at long-
range &6 A), one should probably use wave function theory References
or functional§®86061.100.10hat build in the correct asymptotic (1) Hobza, P.: Sponer, Chem. Re. 1999 99, 3247.

—C¢/RE dispersion tail.
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